DYNAMICS OF RATIONAL DIFFERENCE
EQUATION

a+ BXy+ v XNk
BXy+CXy_k

USING MATHEMATICAL AND
COMPUTATIONAL APPROACH

XN+l =

By
Abed Elrazzaq Alawneh

Supervisor

Professor Mohammad Saleh

2007



BIRZEIT UNIVERSITY
FACULTY OF
GRADUATE STUDIES

Dynamics of Rational Difference Equation

a + Brn + YTni
Bx, + Cx,_y

Tpt1 =

Using Mathematical And Computational Approach

By
Abed Elrazzaq Alawneh

A Thesis Submitted in Partial Fulfillment of the
requirement for MasterDegree in Scientific Computing From the

Faculty of Graduate Studies at Birzeit University.

Supervisor

Professor Mohammad Saleh

Birzeit, Palestine

Augest 2007

i



DYNAMICS OF RATIONAL DIFFERENCE
EQUATION

a+ BXy +7Xn_k
BXy+CXN_g

USING MATHEMATICAL AND
COMPUTATIONAL APPROACH

XNyl =

By
Abed Elrazzaq Alawneh

This thesis was successfully defended on September

13, 2007 and approved by:

Committee Members Signature

Professor Mohammad Saleh ~  .oivvvvvvinnnene.
Dr. Wasfi Alkafri e,

Dr. Hasan Yousef it

1ii



To My Parents

v



Table of Contents

Table of Contents

List of Tables

List of Figures

Acknowledgements

Introduction

1 Preliminary and Basic Theory Of Difference Equation

2

1.1
1.2
1.3
1.4

1.5
1.6

1.7

Introduction . . . . . ...
Difference Equations . . . . . . . . ... .. ... L.
Solution of Linear first order Difference Equations . . . . . . . . . ..
Solutions of Difference Equations of Higher Order . . . . . . . . . ..
1.4.1 Solutions of k' order homogeneous linear difference with con-

stant coefficients . . . .. ..o
1.4.2  Solutions of k'* order nonhomogeneous linear difference with

constant coefficients . . . . . . ..o
Solution of Nonlinear Difference Equations . . . . . . ... ... ...
Behavior of Solutions of Difference Equations . . . . .. .. ... ..
1.6.1 Equilibrium Points of Difference Equations . . . . . . . . . ..
1.6.2  Stability Theory . . . . . . ... .. ... ...
1.6.3 Graphical Iteration . . . . . . .. .. ... ...
Criteria for Stability . . . . . . ... ... ...

Preliminary and Basic Theory Of Rational Difference Equations

2.1
2.2

Rational Difference Equations . . . . . . .. ... ... ... .. ...
Definitions . . . . . ...

viii

ix

o D



2.3 Theorems

Dynamics of =, =
3.1 Change of variables
3.2 Equilibrium Points
3.3 Linearization

3.4 Local Stability
3.5 Invariant Intervals
3.6 Existence of two cycles

_ atBTntYTn_k
Bxn+Cxpy_y

3.7 Analysis of Semicycle and oscillation . . . .. ... ... ...

3.8 Global Stability Analysis

The Special Cases agyBC =0

4.1 One parameter = 0

4.1.1
4.1.2
4.1.3
4.1.4
4.1.5

Dynamics of z, 11 =

Dynamics of z, 1

Dynamics of z,, 1 =

Dynamics of z, 11 =

Dynamics of x, 1

4.2 'T'wo parameters are zero

4.2.1
4.2.2
4.2.3

4.2.4
4.2.5
4.2.6
4.2.7

4.3 Three parameters are zero

Dynamics of z, 1

Dynamics of z,, 1 =

Dynamics of z,, 1

Dynamics of x, 1
Dynamics of 1
Dynamics of 14

Dynamics of x,, 1

Computational Approach

5.1 Numerical Examples
5.2 Phase Space Diagram
5.3 Matlab Program

Appendix

BTnA+YTn—k
BandCay p & © 5ttt e

a+HyTa_k

m .................
a+Bxy
—an T Cay n  © Tttt e
ot BEn ATy
C{En, k
a+Brn+7Tn—k

Bz, ottt orreee e e e

VYTn—k

Bxn

anfk

Bxy,
a

m .................

m .................
_ Bratyzy

—k

BTnt+yTn

—k

m .................
a+YTp—k

A.1 Rational Difference Equation Program . . . . .. ... ... .. ...
A.2 Phase Space Diagram Program .

vi

46
46
48
49
o1
56
58
62
66

68
68
69

71
72
73

74
74
75
76
7

78
78

83

86
89

92
92
101
103



A.3 Cobweb Diagram Program

Bibliography

vil



List of Tables

5.1
5.2
5.3
5.4
5.9

Solution of DE y,,.1 = % .................... 93
Solution of DE y,,.1 = % .................... 95
Solution of y,, 11 = y% + yn—: ....................... 97
Solution of y,41 = % ...................... 98
Solution of DE z,,,1 = ziz ....................... 100

viil



List of Figures

1.1
1.2
1.3
1.4

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8

Solution of ;.1 =28x(1 —x), xg =01 . . . . . ... .. ... ... 32
1 < p < 3, Ty is asymptotically stable. . . . .. ... ... ... ... 32
Solution of x, 11 =3.55x(1 —x), 2o =01 . . . . ... ... ... ... 33
>3, Ty isunstable. . . ..o 33
Plot of y,,1 = % ........................ 94
Plot of y,,41 = %. ........................ 96
Plot of y,4+1 = y% + ﬁ ......................... 96
Plot of y,,41 = % ......................... 99
Plot of y,.1 = yn5_2 ............................ 99
Phase state graph of y,,1 = % ................. 102
Phase state graph of y,,1 = % ................. 102
Time series solution 4,1 = % ................. 103

1X



Abstract

In this thesis, we investigate the periodic character, invariant intervals,oscillation and

global stability of all positive solutions of the equation :

a+ ﬁxn + VYTn—k
Bz, + Cx,_s

Tpy1 =

where the parameters, a, 3, v, B, and C and the initial conditions are nonnegative.
We give a detailed description of the semicyles of solutions, and determine conditions
that the equilibrium points are globally asymptotically stable.

In particular, our monograph is a generalization to the rational difference equation

that was investigated in [6].
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Introduction

Difference equations are relatively new discipline within the fields of science and
engineering. Difference equations appear in the literature under variety of names.
There are large number of applications on dynamical systems and difference equations.
These applications include mathematical, physical, biological, economical, and social
science. Rational difference equations lack of complete theory, and the study of such
equations is quite challenging and still at its infancy.

Rational difference equations are of great importance in their own right. And fur-
thermore that results about such equation offer prototypes towards the development
of the basic theory of the global behavior of solutions of nonlinear difference equations
of order greater than one. The techniques and results about these equations are also
useful in analyzing the equations in the mathematical models of various biological
systems and other applications.

The Dynamical characteristics and qualitative behavior of positive solutions of
some higher order nonlinear difference equations have been investigated by many

authors.



Dehgan and Douraki [3] investigated the global stability, invariant intervals, semi-

cycles, and the boundness of the equation:

an:M’ n=20,1,2,--- (0.1)
xn—i_qxnfk

where the parameters p and ¢ are nonnegative and the initial conditions z_g, ..., xq
are positive real numbers, k = {1,2,3,--- }.
Li and Sun in [16] investigated the periodic character, invariant intervals, oscilla-

tion, and global stability of all positive solutions of the equation

Ly + Ly
Gy = PEn T nk g1 9, (0.2)
q + Ty
where the parameters p and ¢ and the initial conditions x_;,z_g.1,---, T_1, xo are

nonnegative real numbers, k = {1,2,3,--- }.

M. Saleh and M. Alogeili in [15] investigated the equation

Y1 = A+ 0 =0,1,2,... (0.3)
Yn—k

M. Saleh and M. Alogeili in [14] and H.M. El-Owaidy, A.M. Ahmed, and M.S.
Mousa [9] investigated the global asymptotic stability, periodicity and semi-cycle

analysis of the unique positive equilibrium point of the equation

Ynt1 =A+M,n:0,1,2,... (0.4)

n

DeVault in [5] investigated the global stability and periodic character of solutions

of the equation

+ X
xm:u’ n=0,1, 2, (0.5)
qTy +In—k



where the parameters p and ¢ and the initial conditions z_p,x_ ki1, -+ ,x_1, 2 are
nonnegative real numbers, k = {1,2,3,--- }.
M.J. Douraki, M. Dehghan, and M. Razzaghi in [10] and [4] investigated the

qualitative behavior of the equations

p+q$n—k
=——n=0,1,2,.. 0.6
Tn+1 1+$n , I 5 Ly 4y ( )
and
D+ qYn
tpiy = LTI~ 01,2, .., 0.7
+1 1+ vk (0.7)

S. Abu Bahaa in [1] has investigated the local and global stability, invariant

intervals, semicycles, periodic character of solutions of the difference equation

BTn, + YT
Tpi1=———"—-—7097—, n=01,2,--- 0.8
+ Bz, + Cx, (0.8)
where the parameters 3, v, B, and C and the initial conditions x_j, x_ 41, -+, T_1, Tg
are nonnegative real numbers, k = {1,2,3,---}.

a+BTn+VTn—k

e rem— theoritically, it is a good idea to study

To analyze equation x,,; =

the difference equation

" :@+5$n—1+7$n—1 n=0.1.92...
n+1 B$n+0$n_1 ) 3 Ly Ay

where the parameters «, (3, v, B, and C are nonnegative real numbers and the initial

conditions x_j1, xy are arbitrary positive real numbers.



The goal of our research on rational difference equations is to determine the char-

acter of solutions of equation

o+ ﬂwn + VYn—k
Tpil = ,n=20,1,2,...
1 Bx, + Cx,_}

for all nonnegative parametersa, 3, v, B and C and nonnegative initial conditions
T_ g, T_g+1, ---, To- We are particularly interested in the asymptotic behavior of
solutions, that is, the behavior of the solution as n — oco. We will determine the
conditions for stability and give detailed description for Invariant interval, Existence
of two-period solution, and Semicyle analysis.

Chapter 1 is an introduction to Difference equations. It includes linear and nonlin-
ear first order difference equation or one dimensional maps on the real line, kth order
Difference equations, and Equilibrium point concept. we give solution methods for
linear difference equations of any order, and complete analysis of stability for many
famous equations such as Linear Difference equations and Logistic Map. It includes
Cobweb diagram, an effective graphical iteration methods to determine the stability
of fixed points.

Chapter 2 introduces Rational Difference Equation, and some definitions and the-
orems that will be used next.

In Chapter 3 we investigate the rational difference equation

T :a+ﬁxn+7xn_kn:01
n+1 an+cxn_k , , 4.




We do change of variable to reduce number of parameters. Then we find the equilib-
rium point, and determine the conditions for stability. We give a detailed description
of invariant intervals. Then we determine the conditions to Existence of two-cycles
and semicycles. It is important to mention that chapter 3 has been done indepen-
dently with Aseel Farhat.

In Chapter 4 we examine the character of solution of

. :a+5$n+7$n—kn:01
e Bx, +Cxp_p T

when one or more of the parameters are zero.

Finally, Chapter 5 presents numerical solutions obtained by using computer which
is very good. We use a powerful Matlab and create mfiles to get plots and numerical
solutions of equations. We also create Phase Space Diagram which is one of the best
graphical methods to illustrate the various notions of stability. We compare between
theoretical approach and computational approach, this is an important part of my

thesis.



Chapter 1

Preliminary and Basic Theory Of
Difference Equation

1.1 Introduction

The theory of dynamical systems is a major mathematical discipline closely inter-
twined with most of the main areas of mathematics. Its mathematical core is the
study of the global orbit structure of maps and flows with emphasis on properties
invariant under coordinate changes. Its concepts, methods, and paradigms greatly
stimulate research in many sciences and have given rise to the vast new area of ap-
plied dynamics (also called nonlinear science or chaos theory). Although the field
of dynamical systems comprises several major disciplines, we are interested mainly
in dynamics of difference equations. The theory of dynamical systems is insepara-
ble connected with several other areas, primarily difference equations and differential
equations.

The dynamic of any situation refers to how the situation changes over the course



of time. A dynamical system is a physical setting with rules for how the setting
changes or evolves from one moment of time to the next, i.e. a dynamical system is
a system that changes over time. [1]. Dynamical system is contrast to static system
which does not change over time.

When we model a system, we usually idealize the system in term of its state
variable of the system, which are quantities that represent the system itself. For
example, moving body may be represented by state variable of velocity and position
over time. Model of population dynamic, the system state variable me be the number
of population that born, migrate, and dead and the existing population.

In other words, dynamical systems is the study of phenomena that evolve in space
and / or time by looking at the dynamic behavior or the geometrical and topological
properties of the solution. Whether a particular system comes from Economics, Biol-
ogy, Physics, Chemistry, or even Social sciences, the dynamical systems is the subject
that provides the mathematical tools for its analysis.

Now, we introduce the Dynamical system in point of view of mathematics. A
dynamical system is a system whose behavior at given time depends, in some sense, on
its behavior at one or more previous times.the words "in some sense” in the preceding
sentence should be taken to mean that we may or may not have a clue as to how
current state of a system depends on a past state; but we have reason to believe that

1t does. Furthermore, it is the task of the mathematical modeler to come up with a



mathematical construct, a model that will describe this relationship between current
and past states of the system so that predictions about the future course of events

for the system may be made with some degree of accuracy. [1].
1.2 Difference Equations

Dynamical systems has appeared in mathematics and engineering in many different
forms and names regardless that they lead to same discipline. Our particular system
is the system whose state depends on input history. In discrete time system, we
call such system is difference equation which is equivalent to differential equation in
continuous time. In this section we will talk about difference equation: definition,
solution, difference equations in literature, and disciplines. While the behavior of
solution of difference equation is left and we will discuss in chapter two. Difference
equation is an equation involving differences. In this research We will investigate
difference equation from two points of view: as sequence of numbers, and iterated
function. they are equivalent, but we look at them in different points of view and for

different purposes.

1. A difference equation is a sequence of numbers that is generated recursively
using a rule to relate each number in the sequence to previous numbers in the

sequence. [1]

Example 1.1. (Fibonacci sequence)



The sequence {1,1,2,3,5,8,13,21,54,...} is called Fibonacci sequence, which
15 generated by the formula

Thio = Tyl + Tk

where xo =21 =1and k=0,1,2,---.

2. Difference equation as an iterated map : Consider a map f : R — R where R
is the set of real numbers. Then the (positive) Orbit O(xg) of a point zy € R

is defined to be the set of points
O(z0) = {zo, f(70), f2($0), f3($0)> e}

where f2 = fo f, f3= fofof etc. and fo f(xo) = f(f(x0))

Example 1.2. (The Logistic Map) The following mathematical model may be
of the form
Unt1 = 1 Yo — b Ys (1.1)

where y, be the size of a population of a certain species at time n, p is the rate
of growth of the population from one generation to another, and b s the pro-
portionality constant of interaction among numbers of the species. To simplify
FEquation( 1.1), we let x,, = % Yn. Hence,

Tpa1 = pxn, (1 —x,) (1.2)
FEquation(1.2) is called the logistic equation and the map f(z) = px(l — x) is

called logistic map. by varying the value of u, this equation exhibits somewhat
complicated dynamics.

In the remaining of this chapter we will discuss the methodology of solving Dif-

ference equations and investigate their solution as n — oo.
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1.3 Solution of Linear first order Difference Equa-
tions

Definition 1.1. Consider a map f : ® — R. Let x, = f"(zo) where 2o € . The
following equation

Tt = [f(2n) (1.3)

is called first order difference equation with initial value x.

Definition 1.2. A solution of difference equation is the set of numbers that makes
the difference equation true for all values. In other words, by a solution of Eq.(1.3),
we mean a sequence {z,}, n=0,1,2,..., with x,,.; = f(z,) and given x, i.e., a sequence
that satisfies the equation.

The nature of difference equations allows the solution to be calculated recursively.
So it is easier and better to see the solution of the difference equation through algebraic
formula. In this case the difference equation is called closed form.

The simplest maps to deal with are the linear maps and the simplest difference
equations to solve are linear ones. Despite Linear equations play an important role in
mathematics because are being used to illustrate many situations since their solutions
are simple to achieve. Many cases in natural and social science are modeled by linear
equations. We can find out the solution of linear first order difference equation by
forward iteration with initial condition xy. Let us consider the following difference
equation

Tpy1 = ATp

with initial condition xy. Observe that the equilibrium point T = 0. We get the

solution by forward iteration with initial condition, x
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1 = ATy
Ty = ax; = alary) = a*wg

T3 = ATy = CZB.%'()

T, = a"To

We can make the following results about the limiting behavior of the solution of

equation T, 1 = aTy:
1. If |a] < 1, then lim,, o 2, =0
2. If |a] > 1, then lim,, . x, = 00

3. If a =1, then every point is an equilibrium point.

ro if niseven
4. If a = -1, then z,, =
—x9 tf misodd

or x, = (—1)"xg
Example 1.3. Assume we have the following difference equation
Tpi1 = aT, + 0
with initial value xo and we have to solve this equation. There are three cases :

1. a # 1 Observe that the equilibrium point
b

1—a

T =
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The solution of difference equation can be calculated recursively
Ty =axyg+b
Ty = ar; + b= a(azg+b) + b= a’xo +ab+b
T3 = ars + b= a(a’zo+ ab+b) + b = a’xo+ a’b+ab+b
1y = axs = a(a’zy + a*b+ab+b) +b=a'vy+a*b+a’*b+ab+ b

Ty =a"xo+a" " 'b+a" b+ +ab+b
T, =a"zo+ba +a" P dat 1)

1—a™
1
1_@)417é

Ty = a" o + b(

b b
Ja" +

n = (20 + — o 47 (1.4)

Using the formula of Eq.( 1.4), the following conclusions can be easily verified:

b

l—a:x

(a) If |a] < 1, then lim, oz, =

(b) Ifla| > 1, then lim,_.o x, = %00, depending on weather o+ is positive
or negative, respectively.

2. If a =1, then x,, = xo + nb and lim,,_,o, x,, = F00

0; if niseven

3. Ifa =—1, then x,, = (—1) xo—i-{ b if nis odd

1.4 Solutions of Difference Equations of Higher
Order

The normal form of k£"order nonhomogeneous linear difference equation is given by:

Ttk + D1(N)Tpik—1 + D2(N)Tpgr—2 + - - - + pr(n)x, = g(n) (1.5)

where p;(n) and g(n) are real valued functions defined for n > ng and pg(n) # 0. If

g(n) =0, then the Eq.( 1.5) is said to be a homogeneous equation. Now the equation:

Tptk + P1Tptk—1 + P2Tpyk—2 + -+ P2y, =0 (1.6)
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is called linear difference equation of k**order with constant coefficients. To the end
of this section we will give all possible solutions of Eq.( 1.6), and the solutions of

Eq.( 1.5) have been investigated in 7]

1.4.1 Solutions of k' order homogeneous linear difference
with constant coefficients

Now, consider the k* order homogeneous linear difference equation ( 1.6) where the
pi’s are constant and pg # 0. Define A to be the characteristic root of Eq.( 1.6), then

A" is a solution of Eq.( 1.6). Substitute A" into Eq.( 1.6), we obtain:

which is called the characteristic equation of Eq.( 1.6).

The general solution of Eq.( 1.6) has different forms depending on A°.

1. Distinct roots

Suppose that the characteristic roots Ay, A9, - -+, Ay are distinct. i.e.

[Ad] # [Xof # - # [A]
So the general solution is:

Tp = Cl)\? + C2>\72I + -+ Ck)\z
Example 1.4. Find the solution of the following difference equation
Tpyo + 20401 —8xp, =0,20 =2,21 =3

Solution:



The characteristic equation of the above difference equation is:

A 4+220-8=0

14

The characteristic roots are: A\; = 2, Ay = —4, The general solution is given by

Ty = c1(2)" + co(—4)"
To=2=c+c

131:3:201—402

Thus ¢; = % and cy = %. Consequently, the general solution is:

. Repeated Roots

)\1:)\2:"':)\m:)\: 2§m§k

so the general solution of difference equation( 1.6) is given by:

T = A"+ onA + -+ epn™ I 4+ Cn1 Ay T+ Ay
Example 1.5. Find the solution of the following difference equation
Tpyo + 6241 +92, =0,20 =1,20 =0

Solution:



The characteristic equation of the above difference equation is:

AN 4+6A+9=0

so A1 = Ay = —3,The general solution is given by

Ty = c1(=3)" + con(—=3)"
o = 1= C1

I =0= —3C1 —3C2

Thus, ¢ = —1 and, consequently,

T = (=3)" = n(=3)"

= (-3"(1-n)
3. The absolute value of the roots are equal

1.e.

Al = [Ao] = - = A

e The characteristic roots are equal

the general solution is:

Tp = N+ on A" 4 -+ £ cpnfTIN

= (c1 + con+ -+ n T HA"

15



e The characteristic roots are not equal

and

At = Ampa = -+ = A = =

The general solution is given by:

Ty, = (1 + con + csn? 4+ Cmnmfl))\” +

(Cmg1 + Cogal + Cpgn® + - + M) (=1)" A"

Example 1.6. Find the solution of the following difference equation
Tpyo —4x, =0

Solution: The characteristic equation is

So the general solution is given by:

Ty = 12" + co(=2)"
— 2"+ oo (—1)"2"
=(c1 + (—=1)"¢y)2"

4. Some of roots are complex
Assume that

)\1:OJ+’iﬁ

16
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and

)\2:(){—2'5

and that A3, Ay, -+, \; are all real and distinct such that

[As| > [Aa] > - > A

where
/\1 =a+ ’Lﬁ
= re
=r(cos ¢+ i sin )
and

)\gzoz—zﬂ
i

=re

=r(cos ¢ —1i sin @)
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Then the general solution of Eq.(1.6) is given by:

T, = cyr"e™® 4 core” P 4+ c3A\s + -+ ey
= 17" (cos ng + i sin ng) + cor’(cos ng — i sin ne) + czA\y + - + RN}
= (¢1 + c2)r" cos ng + (¢ — c)r™i sin ng + 3Ny + -+ + AL
=1"[(c1 + c2) cos ng + (c1 — c2)i sin n@| + czA\y + -+ - + cEAL

= r"[a; cos nd + ay sin n@| + cgAy + - - + A}

where a; = ¢; + ¢ and ag = (¢; — ¢2)i. Now, Let

@ i a2 , W= arctan(%)

2 2 2 2
Vajy +aj Va1 + a3 ay

The solution will be

T, =1"\/a} + a3lcos w cos ng +sin w sin nel 4+ c3Ay + - -+ A}

=r"\/at + a3 cos (nd — w) + 3\ + -+ + A}

= Ar"cos (ng —w) +cg\y + - - + Ay

where

A=/a?+ a3
Va2 + 3

r=\a?®+ [?

%)

¢ = arctan(
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Example 1.7. Solve the difference equation
Tpts — 4Tpi0 + 6241 — 42, =0

Solution:

The characteristic equation is
N =4 +6A—4=0
A=2)(M*—=2X2+2)=0

The characteristic roots are: A =2, A =141, and A\ = 1 — 7. Therefore, the general
solution is

T = 12" + A(V2)" cos(n% —w)

1.4.2 Solutions of k" order nonhomogeneous linear difference
with constant coefficients

The main idea of solving such difference equations is to find particular solution in
addition to homogeneous solution, and there are some techniques discussed in this

manner in [7].
Example 1.8. Find the general solution of

2
Tpio — 3Tper + 2x, =4" —n

Solution:

Let xg, z1be two initial conditions. Then

Ty = Thy + Lpn
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where x,, is the general solution.
ZThn is the homogeneous solution.
Zpn is the particular solution.

To find the homogeneous solution: solve the characteristic equation:
P =3r+2=0

P —3r+2=>r-1r-2=0

= 1, 9 = 2
Then, the homogeneous solution is:

Thn = ary] + bry

=a+ b2"

To find particular solution, let x,, = c4™ + dn? + en + f

substituting this potential solution into the equation and equating coefficients as
following

Tpn = A"+ dn® +en+ f

Tpni1 = A" £ d(n+1)° +e(n+1)+ f

Tpmio = A2+ d(n+2)7+e(n+2)+ f

Hence, we get

A" d(n+2)2+e(n+2)+ f=3(cA"  +d(n+1)*+e(n+1)+ f)+2c4™ +dn*+en+ f = 4"—n?
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after doing simple algebraic calculations, we get

6cd™ —2dn+d — e = 4™ — n?

:6021:02%
= -2d=0=d=0
=>d—e=0=e=0

Thus, the general solution of the equation is:

1

To find the values of constants a and b the initial conditions xg, x1 must be

provided.

1.5 Solution of Nonlinear Difference Equations

In fact, most of Difference Equations arise from real applications are nonlinear. And
most nonlinear difference equations cannot be solved explicitly. However, some of the
nonlinear difference equations can be transformed into linear difference equations by
change of variable techniques [7].

In this section we introduce a few types of linear transformation techniques.
Type 1. Equations of Riccati type

Tpi1Zn + p(n)Tpi1 + q(n)x, =0 (1.8)
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The change of variable z, = i transform the Riccati equation (1.8) to the

linear difference equation
q(n)zni1 +p(n)z, +1=0 (1.9)

The nonhomogeneous equation of Riccati type

requires a different transformation. Let vy, = % — p(n) and substitute it in
Eq.(1.10) to get
zZps2 + ((n) — p(n + 1) zp41 — (9(n) + p(n)q(n))z, =0 (1.11)

Example 1.9. Solve the difference equation
Tpt1Tp — Tl T Tp = 0

Solution:

The equation is Riccati type and we can solve it By letting z,, = i This
gives us the equation

Znt1 = 2p — 1

which is first order linear difference equation whose solution is given by
Zn=C—mn

therefore,
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Type 2. Equations of general Riccati type:

a(n)x, + b(n)

= 1.12
ot c(n)x, +d(n) (1.12)
such that ¢(n) # 0, a(n)d(n) — b(n)c(n) # 0 for all n > 0.
Let
c(n)x, +d(n) = Ynil
Yn
then
- Yn+1 d(n)
Ty = - ——
c(n)yn  c(n
Substitute it in (1.12) to obtain
yure  d(nt1) _a(n) + [ — S8+ b(n)
cn+Dyp1 c(n+1) o
By simplifying the above equation, we get
Ynt2 + P1(1)Ynt1 + p2(n)yn = 0, (1.13)

Where
c(n)d(n+1)+a(n)e(n+1
pl(n):_()( ) +a(n)c(n +1)
c(n)
c(n+1
paln) = (alm)dm) ~ b)) .
Example 1.10. Solve the difference equation
. _ 2x,+3
nl T 3%, + 2

Solution:



Here a =2, b= 3, c = 3, and d = 2. Hence ad — bc # 0. By using the

transformation

Yn+1
Yn

3r, +2=
we obtain the following homogeneous linear difference equation
Ynt2 = 4Ynt1 —0Yn =0, o =1, y1 =320 + 2
And its characteristic equation is
N —4X—5=0

hence, the characteristic roots Ay =5, Ay = —1.

Hence

Yn = C15n + 02(_1)n.
By using formula (1.14), we have

_ 1yn+1 2
"3y, 3
L5 4 e
T3 e+ o
o5 = (1"
b+ ep(—1)m
5t —c(-1)"
arEn

Tn

_1)n+1

3

where ¢ = &.
c2

24

(1.14)
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Type 3. Homogeneous difference equation of the type

F(EH ) =0 (1.15)

n

Use the transformation z,, = % to convert such an equation to a linear in z,,
n

which is can be solved easily.

Example 1.11. Solve the following difference equation

T2y — 3Tpy1 Ty + 2275 =0 (1.16)

Solution: By dividing over x2, the equation (1.16) will be

Tn+tly9 Tn+41
-3 2=0
(T =3

By letting

we get the following equation
22 =32, +2=0
and the last equation can be broken by factorizing to
(zn —2)(z, — 1) =0

Thus, either
Zn =2

or
Zn =1

Hence, we get the following solution:

Tpy1 = 2z,
or

Tp4+1 = Tp
consequently

T, = 2"z
or

ITn — 2o



26

Type 4. Consider the difference equation of the form

(@) ) (2 sn-1)") - ((20)™41) = g(n) (1.17)

The change of variable z, = Inz(n) transform Eq.(1.17) to

T1Znak + ToZnik-1 + o + Thr12, = Ing(n) (1.18)

Example 1.12. Solve the difference equation

2

In—&—l
Tura = 3 (1.19)

Solution:

Let z, = Inx,, then substitute in z, = e¢* Eq.(1.19) we obtain
Znt2 — 22p41 + 22, =0
which is second order linear difference equation and its characteristic equation
is
N =2\ +2=0
The characteristic roots are Ay = 1414, Ay =1 — 1. Thus

nim nm

zn = (V2)"[ey COS(Z) + ¢ sin(z)].

Therefore,

Ty = exp[(\@)n{cl COS(%) + G2 Sin(%)}]



27

1.6 Behavior of Solutions of Difference Equations

In this section we will try to determine the behavior of solution of difference equations
in view of theoretical and computational approach. Moreover the difference equations
have a complete theory in one dimension, so we will list all definitions and theorems
with illustration examples. These examples have been chosen to help the reader to
understand the notions and terminologies that have been used in next chapters. For
this purpose we concentrate our investigation to the first order difference equations.
As we mentioned we are particularly interested in the asymptotic behavior of solu-
tions, that is, the behavior of the solution as n — oco. However, our research only
looks at simple models, which can be easily solved analytically. This approach has
two advantages: first, most of us are familiar with these models and can obtain their
analytical or exact solutions in addition to numerical solutions for these models which
can be obtained using Matlab and Maple. Second, the comparison between analyt-
ical and numerical results help us understand the power and the limits of numerical
solutions.

Consider a map f : # — R where R is the set of real numbers. Then the (

positive) orbit O(z) of point zy € R is defined to be the set of points

O(z0) = {0, f(70), fz(l“o)a f3($0)> e}
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1.6.1 Equilibrium Points of Difference Equations

Let us consider the difference equation

Tas1 = flwn) (1.20)

Definition 1.3. [8] A point 7 is said to be a fixed point of the map f or an
equilibrium point of the Eq. (1.20) if f(7) = 7.

Example 1.13. Determine the fixed points of the following function
flz)=a® —da +6
Solution: We can find the fized points by solving the following equation:

fla) ==
then, we get
¥ —4dr+6=1x

hence
22 —5r4+6=0

then
(x—2)(x—3)=0

hence, there are two fized points
T=2andx =3
Example 1.14. Find the Equilibrium points of the following difference equation
Tpt1 = 20,(1 — )

Solution: Set
T =27(1—7)

by solving the previous equation, we get two equilibrium points

1
and T = —
2

)

T =
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1.6.2 Stability Theory

One of the main objectives in the theory of dynamical systems is the study of the
behavior of orbits near fixed points, in other words, the behavior of solutions of a
difference equation near equilibrium points, such investigation is called Stability
theory, which will be one of our main focus henceforh. To do this investigation, we

begin by introducting the basic notions of stability.

Definition 1.4. [8] Let f: I — I where I is an interval in the set of real numbers
R and T be an equilibrium point of the difference equation

Tnr1 = [(zn) (1.21)
then

1. The equilibrium point T of Eq. 1.21 is called stable if for every e, there exists
0 such that if

|SL’0—T‘ <
then

|z, — | <
foralln > 1, and all x € 1.

2. The equilibrium point T of Eq. 1.21 is called locally asymptotically stable
or (asymptotically stable) if is it stable and if there exist v > 0 such that if

lzo — | <y
and

lim x, =7

n—oo

3. The equilibrium point T of Eq. 1.21 is called global attractor if for every
xo €1
then

lim z, ==
n—oo
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4. The equilibrium point T of Eq. 1.21 is called global asymptotically stable
(or globally stable)if it is stable and is global attractor.

5. the equilibrium point T of Eq. 1.21 is called unstable if it is not stable

6. the equilibrium point  of Eq. 2.1 is called repller if there exists r > 0 such
that if g € I and
|z — | <1

then there exists N > 1 such that

ey —T| >r
Clearly, a repller is an unstable equilibrium point.

1.6.3 Graphical Iteration

One of the most effective graphical iteration methods to determine the stability of
fixed points is Cobweb diagram on the (z,,, 7,4 1) or (f™(zo), f*(zo)) plane. Cob-
web diagrams provide a relatively quick way of representing the repeated application
of an iterative function which are often used to simulate dynamics because iterative
functions are complicated to predict the results, and studying the numerical results
of applying the function again and again may not provide much insight into the
long-term behavior of the dynamical system.

To accomplish cobweb diagram, we draw the curve y = f(x) and the diagonal
y = x on the same plot.

We start at an initial point x5. Then we move vertically until we hit the graph
of f at the point (z¢, f(x0)). We then travel horizontally to meet the line y = x at

the point (f(x), f(x0)). This determines f(z) on the z axis. to findf?(xy), we move
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again vertically until we hit the graph of f at the point (f(x), f%(z0)), and then
we move horizontal to meet the line y = x at the point (f*(z0), f*(z0)). Continuing

this process, we can evaluate all of the points in the orbit of zy, namely, the set

{xOJf(x0>7f2(‘T0)7 e 7fn(x0>7 te } or eqlnvalently {'T07I17I27 Tyt }

Definition 1.5. Let p > 0, then the difference equation

Tpi1 = pxn(l —xy,) (1.22)

is called discrete Logistic difference equation. And the function

fulz) = pa(l — )
is called Logistic Map.

Example 1.15. Consider the difference equation x,+1 = px,(1 — x,) for p =2 and
w=3.6

1. Fined fixed points
2. Obtain numerical solution of the difference equation.

3. Determine the stability of fized points by using Cobweb diagram.

Solution: To find the fixed points of f,, we solve the equation px(l — z) = =.
This yields two equilibrium (fixed) points : Z; = 0 and Ty = “Tfl
e When p =2.8. The two fixed points are: 7, = 0 and Ty = 0.6429.
And the stability can be achieved from Cobweb diagram, see Fig.(1.2).
e When i =3.55. The two fixed points are: T; = 0 and T = 0.7183. Observe

that the solution of x,1 = 3.552(1 — x) does not converges, see Fig.(1.3). And

from Cobweb diagram the equilibrium point 7, is unstable, see Fig.(1.4).
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Discrete Logistic -r =2.8
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Figure 1.1: Solution of x,41 = 2.82(1 — ), 29 = 0.1
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Figure 1.2: 1 < pu < 3, Ty is asymptotically stable.
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Figure 1.3: Solution of z,4; = 3.55z(1 — ), o = 0.1
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Figure 1.4: p > 3, @5 is unstable.
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1.7 Criteria for Stability

In this section, we are going to introduce some powerful criteria for local stability of
equilibrium(fixed) points. Equilibrium points are divided into two types: hyperbolic
and non hyperbolic. A fixed point T of a map f is said to be hyperbolic if | f(Z)| # 1.

Otherwise it is non hyperbolic.

Theorem 1.16. /8] (Criteria for Stability) Let T be a hyperbolic fized point of a map
f, where f is continuously differentiable at . The following statements then holds
true:

1. If | f'(Z)| < 1, then the equilibrium point T of Eq. 1.21 is asymptotically stable.

2. If |f'(Z)| > 1, then the equilibrium point T of Eq. 1.21 is un stable.

In Example 1.15, there are two fixed points :

-1
fleand@:M—
1%

Observe that f'(x) = pu(1 — 2x)
e 7;=0. Thus f/(0) = p, and hence T; = 0 is stable when 0 < p < 1, and unstable
when g > 1

.EQZH

;1. Thus f'(T2) = 2— p, and hence by theorem 1.16, T» is asymptotically
stable if |2 — p| < 1. Solving the latter inequality for u, we obtain 1 < p < 3.
and Ty is unstable if p < 1 and g > 3. When p =1, f'(Z2) = 1, and p = 3,

f'(T2) = —1. These two cases will discuss next.
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The stability criteria when Z is non hyperbolic is summarized in the next two theo-

rems. The following theorem treats the case when f'(7) =1

Theorem 1.17. [8] Let T be a non hyperbolic fized point f'(ZT) = 1 of a map f, where
f" is continuous . The following statements then holds true:

o [f f"(T) #0, then T is unstable.
o If f"(T) =0 and f"(T) > 0, then T is unstable.

o If f"(T) =0 and f"(T) < 0, then T is asymptotically stable.

The preceding theorem may be used to establish stability criteria for the case
when f'(Z) = —1. But before doing so, we need to introduce the notion of Schwarzian

derivative.

Definition 1.6. (The Schwarzian derivative). Sf of a function is gevin by
B f///(x> B 3 (][‘//(ZE\)}2
f@) 20 f(x)

Theorem 1.18. Let T be a fized point of a map [ and f'(ZT) = —1. If f"(%) is
continuous, then the following statements hold:

Sf

[

o [fSf(ZT) <0, then T is asymptotically stable.
o [fSf(ZT) >0, then T is unstable.



Chapter 2

Preliminary and Basic Theory Of
Rational Difference Equations

2.1 Rational Difference Equations

The general form for the rational difference equation is :

ag + a1 + asTo + - - - + apTg

Tn41 =
b() + b1I1 + bgl’g + -+ bl[El
where the parameters ag, a1, , G, by, -+, by, are positive real numbers and the
initial conditions x1,---, z,, are nonnegative real numbers where m = max{k,!}.

The study of rational difference equations of order greater than one is quite challeng-
ing and rewarding, and the results about these equations offer prototypes towards
the development of the basic theory of the global behavior of solutions of nonlinear
difference equations of order greater than one. The techniques and results about these
equations are also useful in analyzing the equations in the mathematical models of
various biological systems and other applications.

The study of properties of rational difference equations has been an area of intense

36
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interest in recent years and reference therein. [11]. Ladas and Kulenovic in [11] have
discussed the dynamics of second order rational difference equations.In this research
we will investigate the following k%" order difference equation:

o+ ﬁxn + VXn—k
Bz, + Cx,

Tnt1 =

Solution of any difference equation depends on both parameters and initial conditions.
Solution of K" order rational difference equation may exhibit one or

more of the following characteristics:

e The solution converges to an equilibrium point.

The solution converges to aperiodic solution.

The solution contain one or more unbounded subsequences.

The solution is bounded but does not converge to an equilibrium point.

Every solution is periodic with the same period.

2.2 Definitions

Here, we list some definitions which will be useful in our investigation.

Proposition 2.1. [3] Let I be some interval of real numbers and let

fiIxI—1
be a continuous differentiable function. Then for every set of initial conditions x_y, -+, x_1,xq €
1, the difference equation
Tp4+1 = f(ITL?xn—k)un: 07]-7"' (21)

has a unique solution {x,}>> .
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Definition 2.1. [16] A point is T is called an equilibrium point of equation ( 2.1) if
T = f(f, f)
that is
Tp =717
for n > 0 is a solution of equation (2.1), or equivalently, T is a fixed point of f.

Definition 2.2. (Periodicity)

1. A solution {z,}° , of a difference equation is said to be periodic with period
pif x4, = x, for all n > —k.

2. A solution {z,}° , of a difference equation is said to be periodic with prime
period p or p-cycle if it is periodic with period p and p is the least positive
integer for which z,,, = x, holds.

Definition 2.3. [16] Let T be an equilibrium point of Eq.(2.1), and assume that [
is an interval of real numbers. Then

1. The equilibrium point T of Eq. 2.1 is called stable if for every ¢, there exists §
such that if
T pyT_1,T9 €[

and
T — T+ |0y — T+ -+ o —T| <0
then
|z, —Z| <€
for alln > —k

2. The equilibrium point T of Eq. 2.1 is called locally asymptotically stable if
it is stable and if there exist v > 0 such that if

T g, T 1,9 €I
and
.ClJ,k—f’+’l’7k+1—f’+“‘+’$0—f’ <7

then

lim z, ==
n—oo
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3. The equilibrium point = of Eq. 2.1 is called global attractor if for every
T p, T 1,9 €T
we have

lim z, ==
n—oo

4. The equilibrium point T of Eq. 2.1 is called globally asymptotically stable
if it is stable and is a global attractor.

5. The equilibrium point Z of Eq. 2.1 is called unstable if it is not stable

6. The equilibrium point T of Eq. 2.1 is called repeller if there exists r > 0 such
that if x_p,---x_1,2¢9 € I and

7 =T+ g1 =T o+ fro —F| <7
then there exists N > —k such that

ey — T >

Clearly, a repller is an unstable equilibrium.

Definition 2.4. [16](Linearization)

Let a = 2(z,7) and b = %(f, 7) where f(z,y) is the function in Eq.( 2.1) and =

is the equilibrium of Eq.( 2.1). Then the equation
Zny1 = 0Zp +bzp_g,n=0,1,--- (2.2)

is called linearized equation associated with Eq.(2.1) about the equilibrium point
T, and its characteristic equation is

ML g\ —p =0 (2.3)

2.3 Theorems

Theorem 2.2. [16] (Linearized Stability)

1. If all the roots of Eq.(2.83) lie in open disk |\| < 1, then the equilibrium point T
of Eq.(2.1) is asymptotically stable.

2. If at least one root of Eq.(2.3) has absolute value greater than 